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2025年中共對臺認知作戰操作手法分析 

2025 年中共透過黨務、政務及軍務系統，全面對臺灣進行

認知作戰，除動員官宣平臺外，亦採取官民合作模式，結合外

圍協力組織運用科技手段，滲透我國輿論場域，進而形塑有利

「統一臺灣」環境意象。 

壹、 戰略目標 

    中共為達併吞臺灣目的，長期運用匿名抹黑爆料、網路水

軍渲染、異常帳號操作*、擴大對外宣傳等多元手法，對臺散

布爭訊，企圖引導輿論。尤其中共鎖定「疑美」、「疑軍」、「疑

賴」等敘事，選擇特定時事議題加強炒作，藉以達到「激化我

國內部對立」、「削弱國人抗敵意志」、「影響友盟援臺意願」及

「爭取認同中共立場」等戰略目標。（如圖 1） 

 

 

 

 

 

 

 

 

 

  圖 1：中共對臺認知戰之戰略目標 

 *「異常帳號」：指非由真實使用者所控制之社群帳號，特徵包含未曾發表生活動態、無人際互動
紀錄、性別錯置，或以外國人設發表中文貼文等。 
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貳、 協力組織及 5 大操作手法 

    中共黨政軍系統依認知作戰目標，擇定對臺敘事主題和

基調，並動員資訊科技公司、公關公司及網路水軍集團等協

力組織，廣蒐我國社情動態，運用網路社群平臺、虛假網站

等多元管道，對臺灣目標受眾散布爭訊。中共對我國操作認

知作戰主要包含以下 5 大手法，並且靈活整合運用。（如圖 2） 

 

 

 

 

 

 

 

 

圖 2：中共協力組織對臺操弄爭訊模式 

一、透過數據分析社情動態 

    中共網信辦、國安部及解放軍政治工作部等單位，指導

「中科天璣」、「美亞柏科」等科技公司，利用「爬蟲技術」

（web crawler）及自動化擷取程式，大量蒐集網路資料，針

對我國政治人物、民意代表與意見領袖，建立基本個資、人

際網絡，以及對中共立場等資料庫，以利「精準」對臺宣傳

及攻擊特定人士。 

    另外，「沃民高新」等企業，則彙整我國選舉期間候選
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人言行動態、民調數據、網路聲量等資訊，評估相關選情發

展，並蒐集國人使用社群媒體之貼文、留言及按讚數等數

據，藉以分析臺灣民眾對特定內政、兩岸及國際議題之觀

點，進而掌握我社會輿論風向。 

二、建置多元管道投放爭訊 

中共對我傳散爭議訊息管道十分多元，主要包括： 

（一）虛假網站：中宣部、公安部透由「海訊社」、「海賣」

及「虎牙」等公關公司，創建虛假網站，並以中立性

新聞網站名稱，偽冒國際媒體例如：Aisa Korea、

Austria Weekly，協力傳散中共官方論述，意圖混淆

視聽。 

（二）內容農場及異常頻道：中共扶植中企「無邊界集團」

公關公司，以「臉書」粉專創設內容農場，其管理者

帳號多定位於香港，藉張貼煽動性文章吸引點閱及

流量；另在 Threads 及 X 等平臺，設立軟性議題發

文帳號，透由生活娛樂類型文章增加追蹤人數，並伺

機傳散政治類貼文，試圖影響國人認知。 

三、利用異常帳號滲透輿論 

中共公安部運用「龍橋」網路水軍集團，透過逾 20 種

語言，在全球超過 180 種網路社群平臺（如：Reddit、 

BlogSpot）進行影響力活動，並與其他公關公司建立協作關

係。該集團近期於日本社群「Pixiv」及我國「臉書」、「痞客

邦」等平臺，炒作「高市首相煽動臺海衝突」相關爭訊，並
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偽冒不同立場網民進行大量貼文，藉以激化網情相互攻訐。 

此外，中共網信辦、統戰部及解放軍網路空間部隊等單

位，指導「中科點擊」、「北京星光」及「一網互通」等科技

公司，建立網民資料庫，並運用生成式 AI 技術，以自動化

程式群控逾萬組假帳號，協同性投放爭訊，並針對目標受眾

塑造輿論。 

四、運用 AI 生成擬真影音 

「中國兵器工業集團」等企業積極開發 AI 模型及智能

引導系統，試圖同步執行輿情數據蒐集、影音自動生成、目

標受眾精準投放等功能，期快速產製並傳散不同類型之文

字及影音爭訊。 

中共另委託「晴數智慧科技」、「科大訊飛」等科技公司，

開發智能語音系統，並於我國徵才網站刊登廣告，誘吸不知

情臺灣民眾，以國、臺、客語進行線上錄音，建立臺灣口音

資料庫，不排除中共擬利用該系統，合成偽冒國人聲線語

調，提升後續 AI 生成影音爭訊之真實度。 

五、進行網駭盜用國人帳號 

    中共於 2025 年 4 月對臺軍演期間，盜用 PTT 用戶 10

餘組帳號，並透過「駭侵物聯網設備」及「租用外國伺服器」

做為跳板，炒作「中共封鎖我國天然氣運輸」、「共艦進入

我 24 浬線」等不實爭訊。 
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參、 結語 

    中共整合黨、政、軍及民企之資源與技術，全面滲透我國

輿論場域，尤其利用 AI 技術提升影音爭訊擬真度，並運用大

數據分析，精準且巨量投放爭訊，企圖誤導我公眾認知。2025

年國安情報團隊查報逾 4.5 萬組異常帳號，較 2024 年增加 1.7

萬餘組，並蒐獲逾 231.4 萬則爭訊；全年通報政府相關部門計

3,200 餘則爭訊，俾利政府即時應處中共對我認知戰操作。（如

圖 3） 

 

 

 

 

 

 

圖 3：2024-2025 年蒐獲異常帳號及爭議訊息數量 

    鑒於中共認知作戰目標擴及全球民主陣營，美國、歐盟、

澳大利亞、法國等國重要政府機構及智庫，均曾於 2025 年發

布報告警示中共操弄資訊手法，顯示中共認知戰威脅已引發

民主國家高度關切（如附表）。我國身處國際反制中共認知作戰

最前線，本局在 2025 年已與國際友盟，召開 80 餘場安全對

話及專案會議，交流應處爭訊之技術及經驗，期拓展全球民主

社群反制認知戰之合作網絡。 

    本局將持續加強掌蒐中共對我國認知作戰手法樣態，除
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落實政府跨部會通報及應處機制外，並將與第三方事實查核

機構、社群平臺業者強化溝通交流，適時揭露並下架不實網路

資訊，以防制境外敵對勢力對我影響力作戰，維護國內純淨輿

論環境。  
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《附表》國際政府機構及智庫示警中共認知戰威脅 

日期 單位名稱 報告名稱 關鍵示警內容 

2025 

0311 

瑞典安全局 

Swedish Security 

Service 

《瑞典安全局年度評估報告 

2024-2025》（The Swedish 

Security Service 2024-2025） 

中共運用情報蒐集及各
式影響力操作，以干預
他國決策程序。 

2025 

0319 

歐盟對外事務部 

EEAS 

《第三次外國資訊操弄與干
預報告》（3rd EEAS Report 

on FIMI Threats） 

中共利用「龍橋」水軍及
生成式 AI 技術，進行
多語種資訊操弄，干擾
民主國家輿論。 

2025 

0325 

美國國家情報總

監辦公室 

ODNI 

《2025 年度威脅評估報
告》(2025 Annual Threat 

Assessment of the U.S. 

Intelligence Community) 

中共擴大使用生成式 
AI 工具，強化對全球影
響力作戰。 

2025 

0806 

美國范德堡大學

Vanderbilt 

University 

《中科天璣內部文件研究》
（The GoLaxy Documents） 

「中科天璣」利用  AI 
技術生成機器人帳號，
干預臺灣 2024 年大選。 

2025 

1001 

歐盟網路安全局

ENISA 

《2025 網路威脅態勢報
告》（ENISA Threat 

Landscape 2025） 

中國「智譜 AI」公司在 
X 等社群平臺建立逾 
5,000 個機器人帳號，發
布極化社會言論及「親
中」敘事。 

2025 

1003 

法國軍事學院 

戰略研究所

IRSEM 

《中共資訊影響系統分析》
（Anatomy of a Chinese 

Information Influence 

Ecosystem） 

中共大規模利用虛假網
站遂行政治宣傳、認知
戰。 

2025 

1015 

英國軍情五處 

MI5 

《年度威脅評估匯報》 

（Annual Threat Update ） 

中共透過隱蔽、欺騙性
手段，干擾英國公共輿
論與政治決策。 

2025 

1128 

澳洲戰略 

政策研究所 

ASPI 

《假訊息正常化：中國轉向
公開作戰》（Normalising 

Disinformation: China Shifts to 

Overt Operations） 

中共利用大使館與官媒
帳號推動虛假敘事，將
假訊息「正常化」。 

2025 

1201 

澳洲戰略 

政策研究所 

ASPI 

《AI 增強型審查與監控報
告》（AI-Enhanced 

Censorship and 

Surveillance） 

中共利用生成式 AI 與
大語言模型，生成大規
模政治宣傳內容。 

 


